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Abstract—The fifth generation (5G) mobile network is a new
generation of broadband mobile communication technology with
the potential to address the increasing demands of new user
services and applications that have stringent low latency and
high bandwidth requirements. Besides the enhanced mobile
broadband (eMBB) which is an evolution of broadband ser-
vices from previous generations, the ultra reliable low latency
communication (URLLC) service comes with stringent delay
requirements that are needed to support new applications like
autonomous vehicles, augmented/virtual reality, etc. Mobile or
multiple access edge computing (MEC) emerged to provide
services and computing resources for users at the network edge to
provide faster access speeds and lower end-to-end delays. To bet-
ter meet user needs and maximize resource utilization, network
resources need to be allocated and managed efficiently. Admission
control for user requests is one of the methods used that can
effectively prevent network congestion, thereby improving the
overall performance of the system. In this paper, we propose
a RED-based Admission Control with Latency Considerations
(REDAL) algorithm for user admission control that aims to
increase throughput, meet users’ delay requirements and reduce
packet discard rate. By explicitly accounting for user traffic
delay constraints and bandwidth requirements, we are able to
meet the strict delay constraints of URLLC traffic while meeting
the bandwidth requirements of eMBB traffic. We validate our
approach in an MEC scenario to demonstrate high resource
utilization and also keeping the request discard rate below 20%.

Index Terms—admission control, 5G, MEC, URLLC, eMBB

I. INTRODUCTION

Advances in mobile communication and networking tech-
nologies continue as new and more demanding applications,
such as, autonomous driving, factory automation, smart city,
augmented reality (AR) and virtual reality (VR) are emerg-
ing. Driven by the demands for more diverse and stringent
requirements on network capabilities, the European Union
first proposed the fifth generation (5G) mobile communication
technology, which is characterised high speed, low delay, and
high bandwidth connectivity. One of the key technologies in
the transformation from 4G network to 5G network is mobile
or multiple access edge computing (MEC) which can well
meet the needs of emerging services and applications.
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The International Telecommunication Union (ITU) has de-
fined three generic usage scenarios of 5G: ultra reliable low
latency communication (URLLC), enhanced mobile broad-
band (eMBB), and massive machine type of communication
(mMTC) [1]. URLLC applications, e.g., Internet of vehicles,
telemedicine and industrial control, have requirements of ultra
low latency and high reliability. eMBB is an evolution of the
previous generation of mobile networks and supports applica-
tions centred on users’ experiences. mMTC applications form
the bulk of the Internet of everything comprising low-power
low-cost devices that are widely distributed and numerous.

Efficient scheduling of both communication and computing
resources is critical in an MEC context [2]. In a 5G network,
the user equipment (UE) will first send a request for resources
via the signalling channel, stating the requirements of the
user traffic. The 5G base station, referred to as gNodeB or
gNB, will then decide whether to accept the request and
allocate the resources. When the network is busy, it is also
necessary to control the admission of users’ requests to avoid
the degradation of the overall system performance caused by
excessive resource competition.

In this paper, we show that through admission control (AC),
the resource utilization rate and the number of serviceable
users can be improved. Using an algorithm based on random
early detection (RED), we aim to solve the problem of
coexistence and resource competition between URLLC and
eMBB users in a 5G MEC scenario while considering the
delay/latency requirements of both traffic types. The second
section describes the relevant research on resource allocation
and admission control, while the third section presents the
scenario and fourth section describes our algorithm. Next,
we discuss the validation and performance evaluation of our
algorithm before concluding the paper.

II. RELATED WORK

The coexistence of diversified services with different re-
quirements will become a typical scenario in 5G communica-
tion in the future. However, since the resources deployed by
operators are usually limited, there will be multiple services
sharing resources or even competing for resources within a



certain range, including communication resources and com-
puting resources. By reasonably optimizing resource alloca-
tion, users’ QoS and other requirements can be guaranteed.
Admission control of screening the user’s request can ensure
the smoothness of the network and maximize the benefits of
the operators.

Regarding resource allocation, the paper [3] proposes a
method of jointly optimizing power, the number of bits per
symbol, and the CPU cycle allocated to each application,
aiming at minimizing the energy consumption of the mobile
terminal. You et al. [4] discussed unloading the computing
task to the MEC server in an efficient way, and solving the
decomposed subproblem using the fast coordinate descent
algorithm (BCD). The paper [5] studies the efficient com-
puting and offloading of resources of users subject to QoS
constraints, hoping to reduce resource occupation as much as
possible under the condition of satisfying QoS constraints, and
designs user ranking criteria to control admission. However,
the problem is that users may leave the system dynamically,
so online resource allocation should be considered.

Admission control can improve resource utilization through
screening before granting resources to more users. Admission
control with the aim of maximizing the number of eMBB users
admitted with guaranteed data rate while ensuring that URLLC
users’ requirements are always met has been formulated as
an ℓ0 minimization problem which is NP-hard [6] [7]; both
studies focused on the downlink of a single-cell multiple-input
single-output (MISO) system supporting eMBB and URLLC
users. A suboptimal solution obtained using sequential con-
vex programming was validated in a network scenario of
8 URLLC and 8 eMBB users and shown to achieve near-
optimal performance [7]. Admission control of URLLC users
was also analyzed using a realistic queueing-theoretic model,
considering both homogeneous and heterogeneous users [8].
From the analysis, an admission policy was formulated and
validated using simulations.

As expected, machine learning has been applied to admis-
sion control problems too. Reinforcement learning has been
proposed for UE admission control in 5G networks [9], out-
performing threshold-based policies under conditions of het-
erogeneous time-varying arrival rates and multiple UE types.
Likewise, Q-learning and R-learning algorithms have also been
applied to approximate the optimal admission control strategy
in multi-domain 5G networks [10].

Chagdali et al. [11] demonstrate that the placement of the
slice management function plays a crucial role in selecting the
most suitable radio resource allocation scheme for URLLC
slices by evaluating the impact of architecture choice on
different quality of services. Similarly, the coexistence of the
three major application scenarios needs to be addressed, such
as, the coexistence of URLLC and eMBB [12]. Two problems
are considered: one is offloading computational tasks to MEC
servers in an energy-efficient manner, and the other is the
coexistence of mobile users with different service requirements
for eMBB and URLLC users in a cellular network, for which
an energy-efficient task offloading and scheduling of eMBB

and URLLC users as a mixed integer nonlinear problem is
formulated. A back-propagation neural network (BPNN) based
hole-punching scheduling scheme has been proposed to solve
the problem of placing eMBB and URLLC traffic in hourly
gaps, which effectively reduces network losses and improves
network throughput [13]. Likewise, Arjun et al. [14] propose
a joint scheduler to maximise the utility of eMBB traffic
while satisfying the URLLC requirements and demonstrate
that the optimal eMBB and URLLC scheduling decisions are
not disconnected and require joint optimization to satisfy the
dual objectives.

While formal and rigorous analytical approaches are critical
for developing optimal admission control strategies for the
complex scenarios that 5G networks present, these approaches
are compute intensive. We opined that tested strategies adopted
in the Internet can provide simple efficient solutions suitable
for admission control in MEC scenarios. E.g., active queue
management has been proposed for energy-efficient offloading
of tasks from the edge/fog to the cloud [15] [16]. Our ap-
proach to be presented in the following sections considers the
stringent latency constraints inherent in URLLC traffic while
aiming to maximize resource utilization to support eMBB
traffic.

III. SCENARIO AND PROBLEM FORMULATION

In this section, we first outline the MEC scenario, then pro-
vide a problem description of the admission control problem.

A. Scenario

MEC is a system that provides cloud computing capability
for network edge users. Its deployment scenario is shown
in Fig. 1. The mobile terminal UE, which includes all the
devices that can be networked, generates computing needs to
be offloaded to the nearby MEC server. The operator will
deploy different amounts of resources on the MEC server,
and use the gNB as a channel to connect the mobile terminal
and the MEC server. By using MEC, we can better meet
the relevant requirements of 5G and better serve multiple
users, such as, users generating eMBB traffic from high-
definition video and VR/AR, and URLLC traffic generated by
the Internet of Vehicles, etc. Providing cloud-like computing
resources close to the users without having to send to the
cloud can significantly reduce the delay in task execution.
Using MEC technology can also improve security, keeping
the exchange of data between the terminal and the application
without having to transmit across the network, thus ensuring
data privacy.

B. Problem Description

We consider the scenario where there are URLLC and
eMBB users with computation tasks to be offloaded to the
MEC server. Each user packet/request u has a computation
task defined by γu = {Du, Cu, Tu, Ru} where Du is the
total data size of user u’s input data, Cu is the total number
of CPU cycles required to complete a computation task, and
Tu is the maximum tolerable delay the task, and Ru is the



Fig. 1. Application Scenario Example

target data rate. The MEC system has communication CU and
computing CP resources, which for simplicity, we allocate
different network slices for the two service types URLLC
and eMBB based on pre-defined bandwidth sharing ratios (cf:
Section V-B1.) We then apply our admission control algorithm
to maximize resource utilization while minimizing delay and
packet discarding.

IV. RED-BASED ADMISSION CONTROL WITH LATENCY
CONSIDERATIONS

Active queue management (AQM) is a popular admission
control approach for managing congestion on routers to avoid
global synchronization in the Internet. Global synchronization
is the consequence of droptail queue management that affects
TCP connections which are usually multiplexed over the same
routing paths, resulting in multiple TCP connections going into
slow-start at the same time. Global synchronisation can cause
a sudden drop in network traffic, but once the network returns
to normal, traffic can suddenly increase and again the network
can become overloaded.

Random early detection (RED) [17] is a widely studied
and applied AQM mechanism. The core idea of RED is early
detection and random discarding. The goal of RED is to keep
the average queue length low even in the case of packet
bursts. The traditional RED algorithm handles the queueing
of packets located at the network layer to perform active
queue management. However, in 5G wireless communication
networks when a UE needs to send data, it first requests
resources from the network. The UE sends a message to
the gNB, requesting uplink authorisation to send data on the
uplink via the Physical Uplink Shared Channel (PUSCH); such
requests are carried in Scheduling Request (SR) messages in
5G networks.

Therefore, we propose a new queue management method,
which extends RED algorithm and uses the basic idea of
early detection and random discarding to handle request packet
queues instead of packet queues. The random discarding is not
only based on the threshold, but also considers whether it can
meet the specific constraints in the request packet. Admission
control is based on the arrival time, delay requirements, and

other information in the UE request packet. The algorithm
aims to meet the QoS requirements of each UE, especially
the delay constraint, and at the same time pursue higher
throughput and lower packet discard rate. We call our proposed
algorithm RED-based Admission Control with Latency Consid-
erations (REDAL) and use it to solve the admission control
problem in the coexistence of URLLC and eMBB traffic.

As shown in Fig. 2, our proposed system includes multiple
URLLC and eMBB UEs, a request queue and a queue manager
including resource allocation and admission control. Each UE
sends small service request packets containing information
flows to establish the request queue. According to the delay
constraints, bandwidth requirements, types, and other data,
queue manager first allocates resources and then applies the
admission control algorithm to decide whether to accept the
new request or not. Finally, the queue manager sends the
admission decision to the UE. The UE’s request that is
accepted will offload its computing task to the MEC server
at the assigned communication slot(s), and the UE who does
not receive the admission reply can try another MEC server
or upload it to the cloud for processing. Next, we introduce
the details of each key component of the system.

A. Traffic Prioritization

According to the priority formula, we generate a new
request queue from the user’s request scheduling informa-
tion. We assume data packets carrying URLLC traffic have
higher priority while eMBB traffic have lower priority. Within
the queues of different traffic types, it is also necessary to
distinguish priorities, which are mainly based on delay con-
straints and bandwidth requirements. The priority computation
formula of URLLC packets is as follows in Eqn. (1):

PUn = α
Tmax
Un

TUn

+ (1− α)
RUn

Rmax
Un

(1)

while the computation of eMBB priority is given in Eqn. (2):

Pen = β
Tmax
en

Ten

+ (1− β)
Ren

Rmax
en

(2)

where α (0 ≤ α ≤ 1) and β (0 ≤ β ≤ 1) are the priority
adjustment factors. Generally speaking, lower delays and the
faster data transmission rates are better. Tmax

v denotes the
maximum delay that user υ can accept; Tv denotes the actual
delay incurred by user υ; Rmax

v denotes the target data rate
of user υ; and Rv denotes the actual data rate of user υ,
for υ ∈ {Un, en}. When Tmax

υ

Tυ
and Rυ

Rmax
υ

are less than 1,
it means that the user’s requirements cannot be met and the
service cannot be provided. When the value approaches 1, it
indicates that the resources of the network can just satisfy
the requirements, and an earlier transmission time is better,
implying higher priority. When this value is much greater than
1, it indicates that there are much resources left and waiting
can be tolerated, implying lower priority.



Fig. 2. 5G MEC System Architecture Diagram

B. Resource Allocation and Admission Control

For an arbitrary user u, the delay constraint includes two
parts: uplink transmission delay, tupu , and server computation
delay, tcu. It should be ensured that the sum of transmission
delay and computing delay is less than the maximum tolerable
delay of a user’s task, that is:

tupu + tcu ≤ Tmax
u (3)

Radio resources for the two service types are provisioned
separately subject to the consition that the bandwidth resources
occupied by URLLC and eMBB users should not exceed the
total bandwidth resources, as shown in Eqn. (4)∑

υ∈{Un,en}

Bυ ≤ Btotal (4)

and meet the data rate requirements of each user u as shown
in Eqn. (5).

Bυ

Du
≥ Ru where υ ∈ {Un, en} (5)

The basic idea of the resource allocation algorithm is to sort
the packets, then filter the users meeting the QoS requirements
according to the priority computation formula, while sharing
the total bandwidth between the two service types.

The algorithm detects congestion by monitoring the aver-
age queue length and reduces the congestion window before
the queue overflow leads to packet discard, thus alleviating
network congestion. The algorithm has two key parameters:
minimum threshold denoted by Thmin and maximum thresh-
old denoted by Thmax. When the queue length Lavg is less
than Thmin, an arriving packet is enqueued. When Lavg is

between Thmin and Thmax, the packet marking probability
Pa will be calculated for each arriving packet, as follows:

Pa = Pmax × Lavg − Thmin

Thmax − Thmin
(6)

where Pmax is the maximum probability to drop a packet. The
average queue size Lavg calculated as follows:

Lavg = (1−Wp)× Lavg +Wp × q (7)

where q is the instantaneous queue size and Wp is the time
constant of the lowpass filter. If Wp is large, burst congestion
will not be filtered. The probability Pa is a linear function
of the average queue size and the threshold. When Lavg is
greater than Thmax, Pa = 1. If C is the number of data
packets containing the last marked data packet, then the final
marking probability P is:

P =
Pa

1− C × Pa
(8)

When a new packet arrives and the queue is full, marked
packets in the queue will be discarded to accommodate the
new packet. Another possible implementation of RED would
be to discard packets based on the probability Pa instead of
marking them.

In this system, the gNBs provide communication services
for users, and each gNB allocates the necessary bandwidth
resources to transmit the packets (carrying the task data) to the
MEC server. Arriving packet types have different admission
criteria and the gNB must ensure that the remaining resources
are sufficient to serve them. URLLC traffic must meet their
delay constraints while eMBB traffic have transmission rate
requirements, thus users with URLLC traffic have higher



Fig. 3. REDAL Algorithm Flow Chart

priority over eMBB traffic users. URLLC packets are sporadic
and small in size, while eMBB packets are often large, so the
goal of REDAL is to keep the packet discard rate as low as
possible and maximize the number of serviceable users while
meeting the user QoS requirements. The basic idea of REDAL
algorithm can be divided into three steps, and the flow chart
of the algorithm is shown in Fig. 3:

1) Establish a request queue, calculate the priority of each
URLLC and eMBB user request according to Eqn. (1)
and Eqn. (2);

2) If the request queue is empty, use Eqn. (3) to determine
whether the delay constraint is met, and use Eqn. (4) to
determine whether the bandwidth constraints are met,
that is, whether the remaining resources are sufficient to
serve them. If both conditions are satisfied, the request
is admitted; otherwise, if the remaining resources are
insufficient, the request will be declined;

3) If the request queue is not empty, use Eqn. (7) to calcu-
late the queue length to determine whether congestion
is imminent. If congestion is imminent, the REDAL
algorithm uses Eqn. (8) to calculate the packet discard
probability. To ensure the constrains of Eqn. (3) and
Eqn. (4) can be met, the request is discarded based on
the computed discard probability. On the other hand, if
there is no congestion and the remaining resources are
sufficient, the request is admitted.

Although RED algorithm can effectively avoid congestion,
it also has some limitations. It is fundamentally a congestion
detection algorithm that marks packets to be discarded. If there
is no mechanism to discard the marked packets, congestion
and unfair resource will still occur. To avoid this, we adopt the

discard approach based on the computed probability. The RED
algorithm is also sensitive to parameter settings, and changing
Thmin and Thmax thresholds will impact the performance.

The REDAL algorithm proposed in this paper extends the
traditional RED algorithm by considering the delay require-
ments of users’ requests, in order to meet the QoS require-
ments for different types of users’ traffic types. This improves
the throughput of the system and minimizes the delay, and
most importantly, reduces the packet discard rate to achieve
significantly better resource utilisation.

V. VALIDATION AND PERFORMANCE

In this section, we first describe the simulation settings and
scenarios used to validate our proposed algorithm, REDAL,
based on throughput, delay, and packet discard rate. Through-
put refers to the maximum of number of requests processed
by the system in a unit time. Undoubtedly, throughput is a
critical metric when analyzing network performance. Delay
or latency refers to the time required for data packets to be
transmitted from the source node to the destination node. In
actual situations, users seek services, which is the sum of
the time generated by the server in processing data and the
time generated during transmission. In this system, the delay
is an important metric since URLLC service is extremely
sensitive to delay and it is necessary to analyze the delay
performance. Packet discard rate refers to the fraction of
data packets discarded by the admission control algorithm.
The higher the value, the worse the user experience will be.
In a 5G scenario, we assume that the underlying physical
layer takes care of transmission errors while the admission
control algorithm limits the amount of traffic that can be
granted network access in order not to overwhelm the system
resources. In this paper, one of our goals is to minimize the
number of packets to be discarded while maximizing resource
utilization and satisfying the delay constraints.

A. Simulation Setup

We implemented our algorithm in the ns-3 simulator with
5G-LENA module, which is a pluggable module for simulating
5G new radio (NR) cellular networks. The simulation scenario
and representative traffic parameters [18] [19] are shown in
Table 2, and we compare our algorithm with CoDel [20],
RED [17], and Droptail which discards any new packet that
arrives when the buffer is full.

To evaluate our scheme’s ability to support user traffic with
delay constraints, we classified user traffic into URLLC with
the strictest delay constraint and eMBB with normal delay
constraint. To provide a realistic scenario without incurring
excessive simulation overheads, we assumed a total of 10
users, comprising 5 URLLC and 5 eMBB users, generating
combined traffic data rates as shown in Table I. First, we
tested the impact of different bandwidth allocation ratios on
throughput, delay (or latency) and packet discard rate. After
determining a suitable bandwidth allocation ratio, we evaluated
the performance of our proposed algorithm and compared with
other algorithms based on these metrics: throughput, delay,



TABLE I
SIMULATION PARAMETERS

Parameter Values
Simulation Time 10s

Packet Size 8 and 220 bytes
General Traffic Data Rate 10∼100Mbps, in steps of 10Mbps

Total Bandwidth 60Mbps (URLLC:eMBB - 1:1 & 1:2)
Delay Constraints 1ms (URLLC) and 4 ms (eMBB)

REDAL
RED

Thmin 50 packets

Thmax (data rate) 150(10), 160(20), 170(30), 180(40),
190(50), 200(60), 210(70), 220(80),

230(90) and 240(100)DropTail MaxPackets
CoDel Target 5ms

and packet discard rate. We performed multiple simulation
runs on each group of parameters and averaged the results
to ensure that we achieved a stable representation of the
performance [21].

B. Simulation Results

1) Bandwidth Allocation: Our algorithm provides differen-
tiated services for URLLC and eMBB users. While different
bandwidth allocation ratios will affect system performance,
our focus is on admission control. Hence, we considered only
two simple scenarios, URLLC:eMBB ratios of 1:1 and 1:2, to
support multiple users seeking services.

As shown in Fig. 4, when an equal share of the bandwidth
is granted to both traffic types, the throughput of eMBB is
always higher than that of URLLC; furthermore, URLLC does
not fully use the 30Mbps bandwidth allocated to it. Since
URLLC is generally made up of small packets, the resource
utilization is not high. The throughput of eMBB is higher
when it is given a greater share, viz. 1:2. An interesting
observation is that despite having less share of the bandwidth
in the 1:2 scenario, URLLC performance was not adversely
affected and more importantly, was able to stay within its
1ms delay constraint (cf: Fig. 5), even at 70Mbps data rate
which exceeds 60Mbps available bandwidth. Beyond 60Mbps,
the throughputs for both traffic types reach their maximum,
indicating that further allocation is curbed as per the design
but high resource utilization is achieved.

Fig. 5 shows the delay curve. In 1:1 allocation, the delay
of URLLC is within its delay constraint of 1ms under all data
rates except 100Mbps while the delay of eMBB is always
within 4ms. In the 1:2 allocation, the delay of URLLC is still
about 0.7ms-1.3ms, and as previously noted, keeps within 1ms
until 70Mbps while eMBB delay ranges from 3.2ms to 4.3ms.
It can be seen from this figure that the delay increases with the
data rate, and the growth rate of eMBB is greater than that of
URLLC, showing greater sensitivity to changes in bandwidth
share. In our algorithm, we ensure that the priority of URLLC
is always higher than that of eMBB in the same slot, because
of its stringent delay constraint, which is one of the reasons
for the higher delay of eMBB. In addition, the larger packet
size is also another factor for the higher latency of eMBB.

Fig. 4. Bandwidth Allocation on Throughput

Fig. 5. Bandwidth Allocation on Latency

From the packet discard rates shown in Fig. 6, it can be
concluded that although the packet discard rate of URLLC
users is slightly higher with 1:2 bandwidth allocation, the
packet discard rate of eMBB user requests is significantly
lower compared to the 1:1 allocation. Therefore, considering
all three indicators holistically, the 1:2 bandwidth allocation
ratio gives better performance. As the REDAL algorithm uses
delay constraints and bandwidth requirements to determine
whether to admit new users’ requests, we can increase system
throughput by admitting users yet release more resources to
subsequent requests. This reduces the delay as well as the need
to discard more when congestion arises.

2) Comparison with CoDel, RED and Droptail: We also
compared with other AQM algorithms, including CoDel, RED,
and Droptail, using the 1:2 bandwidth allocation ratio. Fig. 7
shows the throughput comparison. Whether for URLLC or
eMBB user requests, the REDAL algorithm achieved the
highest throughput compared with other algorithms, and, more
importantly for URLLC requests, it is able to satisfy the delay
constraint up till 70Mbps.

This is very evident in Fig. 8, where REDAL delays of both
URLLC and eMBB requests remain relatively low with a slow



Fig. 6. Bandwidth Allocation on Discard Rate

Fig. 7. Throughput Comparison

rate of increase, which indicates that the QoS requirements of
user requests can be well met by the algorithm. Unlike the
other algorithms, REDAL includes the delay constraints in the
admission control decisions, so it can maintain the delay of
URLLC and eMBB at about 1ms and 4ms respectively.

Lastly, we show in Fig. 9 relatively low packet discard rate
achieved by REDAL when the network is not congested. As
data rates increase, there is no sharp increase in discarding
requests and, in fact, the discard rate stays within 20%
which indicates that the number of serviceable user requests
can be increased more using the REDAL algorithm. As the
throughput is increased and the system delay is reduced, this
is an indication that requests are served promptly which in
turn reduces the possibility of queue congestion. With lower
possibility of congestion, there is less need for requests to be
discarded.

From the above results, we can see that the REDAL
algorithm proposed in this paper performs better than other
algorithms in terms of throughput, delay, and packet discard
rate. The next best algorithm is the CoDel algorithm, and the

Fig. 8. Latency Comparison

Fig. 9. Packet Discard Rate Comparison

worst performance is the Droptail algorithm. For admission
control, it is critical not to aggressively discard requests to
avoid congestion or violation of QoS requirements as this
will lead to low throughput and resource utilization. Hence,
having a low packet discard rate is an important performance
criteria. On the other hand, admitting requests too liberally
can easily lead to congestion and inability to satisfy the
delay constraints of URLLC traffic. Achieving a fine balance
between low discard rate, achieving high throughput, and
satisfying the delay requirements of the supported traffic types.
In this regard, the REDAL algorithm can provide differenti-
ated services according to the requirements of different user
requests, allocate resources and control admission according
to different delay constraints, thus effectively avoid network
congestion and reduce packet discard rate, while satisfying the
delay constraint requirements.



VI. CONCLUSIONS

In this paper, the RED-based Admission Control with La-
tency Considerations (REDAL) algorithm is proposed which
aims to solve the resource competition among different service
types in 5G, and in particular, explicitly consider the latency
requirements for service quality. Building on the well-tested
RED algorithm for Internet routing, REDAL first classifies
the users’ requests, calculates whether their respective delay
constraints can be met, and then come to the admission
decision that can maximize the overall performance of the
system. The validation based on a 5G MEC scenario shows
that REDAL can more effectively reduce the probability of
network congestion, reduce the end-to-end delay of users,
improve the throughput of the system and reduce the packet
discard rate of the system while meeting the QoS requirements
of users. As our ongoing and future work, we will include the
other 5G traffic scenario, mMTC, in the admission control
decision as well as study more diverse bandwidth allocation
scenarios.
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