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Abstract—Memetic algorithms and cooperative coevolution are emerging fields in evolutionary computation which have shown to be powerful tools for real-world application problems and for training neural networks. Cooperative coevolution decomposes a problem into subcomponents that evolve independently. Memetic algorithms provide further enhancement to evolutionary algorithms with local refinement. The use of crossover-based local refinement has gained attention in memetic computing. This paper employs a cooperative coevolutionary framework that utilises the strength of local refinement via crossover. The framework is evaluated by training recurrent neural networks on grammatical inference problems. The results show that the proposed approach can achieve better performance than the standard cooperative coevolution framework.

I. INTRODUCTION

Recurrent neural networks (RNNs) have been an important focus of research as they exhibit dynamical system properties and can be applied to difficult spatio-temporal problems [1]. Grammatical inference problems have been used to study training algorithms for recurrent neural networks [2], [3]. It has been shown that RNNs can learn and represent finite-state automata which have been verified through knowledge extraction [4].

Backpropagation-through-time (BPTT) is a standard algorithm for training recurrent neural networks [5]. Although the BPTT algorithm has been successful for a number of real world problems, it has shown limitations in learning sequences with long-term dependencies as outlined in [6]. Gradient based approaches such as backpropagation suffer from local convergence, and therefore, evolutionary computation methods have been used as an alternative for training neural networks [3]. Although evolutionary computation methods have the features of global convergence and are suitable for long-term dependency problems, they have the limitation of slower convergence.

Memetic algorithms (MAs) [7] typically combine population-based evolutionary algorithms with local refinement which provides intensification while retaining the diversification in the search process. The meme is considered to be an individual which goes through local refinement in memetic algorithms. The search for more efficient local refinement techniques has been a major focus of study in memetic computation. There is a need to use non-gradient based local search, especially in problems where gradient-based approaches fail, as in the case of training recurrent networks in problems with long-term dependencies. Crossover-based local search methods are non-gradient based and have recently gained attention [8], [9]. In crossover based local search, efficient crossover operators which have local search properties are used for local refinement with a population of a few individuals. They have shown promising results in comparison to other evolutionary approaches for problems with high dimensions [9].

Cooperative coevolution (CC) divides a large problem into smaller subcomponents and solves them independently [10]. The subcomponents are implemented as subpopulations that are genetically isolated and the only cooperation takes place in fitness evaluation. Cooperative coevolution has been shown to be effective for neuro-evolution of feedforward and recurrent networks using different problem decomposition methods that determine the way different subcomponent are composed [11].

Cooperative coevolution has the feature of decomposing a problem using several subpopulations, which provides greater diversity. Memetic computing provides further enhancement to evolutionary algorithms with local refinement. There has been much research in using local refinement with standard evolutionary algorithms. The success of local refinement in the standard evolutionary algorithm gives the motivation of using local refinement in cooperative coevolution. This paper employs the memetic cooperative coevolution framework for training recurrent neural networks. We choose the crossover based local search as the method for local refinement.

This method has been named crossover based local search in cooperative coevolution (XLCC) in [12]. XLCC has been used in training feedforward neural networks where it was shown that it outperformed canonical cooperative coevolution on classical problems [12]. In this paper, XLCC is used for training recurrent neural networks on grammatical inference problems. Crossover based local search is appropriate for local search in training recurrent neural networks as no gradient-information is needed in the search which has been a problem in learning long-term dependency problems.

The goal of this paper is to evaluate a memetic cooperative coevolutionary framework which reduces the overall training time and provides a better guarantee for convergence. The performance of XLCC is compared with standard cooperative coevolution. The main contribution of the paper is in the
The application of XLCC for training RNNs specifically for grammatical inference problems.

The Tomita grammar is used as the main grammatical inference problem. The Tomita grammar [13] has been used as a benchmark for knowledge representation and training algorithm in recurrent neural networks [2]. A specific fuzzy-finite automata problem taken from [14] is also used with the respective Tomita grammars for training the Elman style first-order RNN [15]. The G3-PCX evolutionary algorithm (Generalised generation gap with parent-centric crossover) [16] is employed in the respective CC frameworks.

The rest of the paper is organised as follows. Section II presents the background on recurrent neural networks and cooperative coevolution while Section III presents the memetic cooperative coevolution framework which employs crossover-based local search. Section IV presents experimental results and section V concludes the paper with a discussion on future work.

II. BACKGROUND

A. Recurrent Neural Networks

Recurrent neural networks are dynamical systems whose next state and output depend on the present network state and input; therefore, they are particularly useful for modelling dynamical systems. Recurrent neural networks are composed of an input layer, a context layer which provides state information, a hidden layer and an output layer. Each layer contains one or more neurons which propagate information from one layer to the other by computing a non-linear function of their weighted sum of inputs.

First-order recurrent neural networks use context units to store the output of the state neurons from computation of previous time steps. The Elman architecture [15] uses the context layer which makes a copy of the hidden layer outputs in the previous time steps. The equation of the dynamics of the change of hidden state neuron activations in the context layer networks is given in Equation 1.

\[
S_i(t) = g \left( \sum_{k=1}^{K} V_{ik}S_k(t-1) + \sum_{j=1}^{J} W_{ij}I_j(t-1) \right)
\]

where \(S_k(t)\) and \(I_j(t)\) represent the output of the context state and input neurons, respectively and \(V_{ik}\) and \(W_{ij}\) represent their corresponding weights. \(g(.)\) is a sigmoid discriminant function. 

Grammatical inference problems have been used to study training algorithms for knowledge representation in recurrent neural networks. There is no feature extraction necessary in order for recurrent neural networks to learn these languages. It has been demonstrated through knowledge extraction that RNNs can represent finite-state automata [4]. Deterministic finite-state automata (DFA) and fuzzy finite-state automata (FFA) are the major grammatical inference problems studied in the past [4]. The Tomita grammar [13] is an example of a DFA and has been used as a benchmark problem in order to evaluate RNN training algorithms and architectures [2].

The Tomita grammar consists of seven regular languages. An illustration of two selected DFA’s from the Tomita grammar is shown in Figure 1.

Figure 2 shows an example of a FFA with its corresponding deterministic acceptor which is used for training recurrent neural networks. This FFA has been used by [14] to show that RNNs can be trained by evolutionary algorithms.

B. Cooperative Coevolution

In the evolutionary process of nature, different species compete in order to survive with the given resources. The individuals of a particular group of species mate amongst themselves in order to produce stronger individuals. However, mating in between different species is not feasible. The cooperative coevolution framework is nature inspired where species are represented as subcomponents that are implemented as subpopulations [17].

The subpopulations in the cooperative coevolution framework are evolved separately and the cooperation only takes place for fitness evaluation for the respective individuals in each subpopulation. The size of a subcomponent and the way the problem is decomposed into subcomponents is dependent on the problem. Problem decomposition has been a major focus of research in cooperative coevolution [11], [18]. The way the algorithm cooperatively evaluates each subcomponent is known as fitness estimation. A method for estimating fitness has been proposed by Potter and Jong [17]. This method obtains the fitness of each individual in a subpopulation by combining it with the best individuals for the rest of the subpopulations.

C. Problem decomposition in cooperative coevolution

Problem decomposition in cooperative coevolution determines the way a subcomponent is composed which is dependent on the neural network architecture. We also refer to problem decomposition as encoding scheme. The major encoding schemes include those on the synapse level and the neuron level. In the synapse level, a single subpopulation is used to represent each weight or synapse in the network as shown in [11]. The neuron level designates each neuron in the hidden layer as the main reference point for the respective
subcomponent. Each subcomponent consists of the incoming and outgoing connections. An example of this method is enforced subpopulations (ESP) which has been used for training recurrent neural networks [19]. The neuron based subpopulation (NSP) [18], [20] decomposes the network to the neuron level and unlike ESP, the subcomponents do not include the outgoing weight links associated with a neuron as shown in Figure 3.

In this paper, the NSP [20] is used for training RNNs where each subpopulation in a layer is composed of the following.

1) Hidden layer subpopulations: weight-links from each neuron in the hidden \( j \) (t) layer are connected to all input \( i \) (t) neurons and the bias of hidden \( j \) (t)

2) Context layer (Recurrent) subpopulations: weight-links from each neuron in the hidden \( j \) (t) layer are connected to all hidden neurons in previous time step hidden \( j \) (t-1)

3) Output layer subpopulations: weight-links from each neuron in the output \( k \) (t) layer are connected to all hidden \( j \) (t) neurons and the bias of output \( k \) (t) where input \( i \) (t) is the input neuron \( i \) at time \( t \), hidden \( j \) (t) is the hidden neuron \( j \) at time \( t \) and output \( k \) (t) is the output neuron \( k \) at time \( t \). Each neuron in the hidden and output layer acts as a reference point to its subpopulations. Note that the NSP can be easily extended for multiple hidden layers.

III. MEMETIC COOPERATIVE COEVOLUTION FRAMEWORK

The term “memetic algorithm” was introduced by Moscato in his report [21] where he viewed memetic algorithms as a population based hybrid genetic algorithm with local refinement. The local refinement or individual learning procedure is similar to the concept of the meme that undergoes social or cultural evolution. In the rest of the discussion, we will refer to the meme as an individual which goes through local refinement. Similarly, we will refer to individual learning as local search.

In the previous sections, we have discussed how the neural network learning problem can be decomposed into subcomponents which are implemented as subpopulations that co-evolve separately and cooperate only for fitness evaluations. It is important to note that training neural networks through any evolutionary computation framework is computationally expensive in terms of function evaluations. The function evaluation depends on the type and size of the network architecture and the size of the training data. Moreover, the number of features in the training data also adds to the computational cost. Therefore, it is important to investigate on ways by which the number of function evaluations can be reduced while achieving a global solution.

Memetic based approaches have mainly been developed using evolutionary algorithms which have a population of individuals. In the case of building a memetic computation framework for multiple subpopulations in cooperative coevolution, we need to consider computational costs of having individual refinement for each subpopulation. The respective individuals in a subpopulation that undergo individual refinement only represents a subset of the large problem. In order to apply local refinement, the respective individual has to be concatenated with the best individuals in the rest of the subpopulations. Therefore, given \( n \) subpopulations, \( n \) local refinement would be required which would add to
computational cost.

We propose a framework which efficiently takes in advantage of the local search in consideration of the computational cost of having a separate local search for every subpopulation. Rather than employing a local search for each subpopulation, our proposed framework employs local search only when a cycle is complete. The completion of a cycle in cooperate coevolution indicates that all the respective subpopulations have been evolved for a fixed number of generations in a round-robin fashion.

Fig. 4. The XLCC framework for evolving recurrent networks. The LOCAL SEARCH is employed after concatenating the best individuals from each subpopulation (SP) at the end of each cycle.

The details of the memetic cooperative coevolution framework for evolving recurrent networks is given in Algorithm 1. The algorithm assumes that it has been given the best parameters for the evolutionary algorithm such as its population size, crossover and mutation rate.

The algorithm begins by encoding the neural network into the subpopulation according to the respective cooperative coevolution encoding scheme (either ESP, CoSyNE or NSP [11], [20]). The specific encoding scheme for this work is NSP which has already been discussed earlier. All the individuals of the respective subpopulations are seeded with random real values in a range. Each individual is then concatenated with the best individuals from the rest of the subpopulations and then decoded into a neural network and evaluated as done in [17]. The fitness function is defined by the mean-squared-error of the recurrent network. The algorithm proceeds as a standard evolutionary algorithm which employs genetic operators such as selection, crossover and mutation to create new offspring for all the subpopulations. After the completion of each cycle, the best individuals from all the subpopulations are concatenated into a meme which is further refined as shown in Figure 4. The meme is then refined using crossover based local search where a population of few individuals are evolved for a given number of generations. The duration of local refinement is known as the Local Search Intensity. The refined meme is then disintegrated and copied to the respective subpopulations. The refined meme replaces the worst individuals in each of the subpopulations. Note that even if the refinement meme is not improved, it replaces the worst individual, as it may have features which will be used later in evolution using genetic operators. Although crossover based local search is used as the designated algorithm for local refinement, the framework can employ any other local search method.

A. G3-PCX genetic algorithm for local search

The G3-PCX differs from a standard genetic algorithm in terms of selection as it employs the generalised generation gap model for selection [16]. In G3-PCX, the whole population is initially randomly seeded and evaluated similarly to the standard genetic algorithm. The difference lies in the evolution phase where a small subpopulation is made of few chosen parents and children. At each generation, only the subpopulation is evaluated rather than the whole population. The children with their new fitness become part of the bigger population. The best individual in the population is retained at each generation. The parent centric crossover operator is used in creating an offspring based on orthogonal distance between the parents. The parents are made of female and male component. The female parent points to search areas and male parent is used to determine the extent of search of the areas pointed by the female. The genes of the offspring extract values from intervals associated in the neighbourhood of the female and male using probability distribution. The range of this probability distribution depends on the distance among the genes of the male and the female parent. The parent-centric crossover operator assigns more probability to create an offspring near the female than anywhere else in the space. The major strength of the parent-centric crossover operator is that it behaves like a mutation operator and at the same time retains diversity and is self-adaptive.

IV. SIMULATION AND ANALYSIS

This section presents an experimental study on the XLCC for evolving recurrent network for grammatical inference problems. The G3-PCX evolutionary algorithm [16] is employed in the respective subpopulations and also used for crossover based local search. The crossover based local search has a population of 20 individuals. The cooperative coevolutionary framework has 100 individuals in all subpopulations. These parameters were determined in trial experiments.

The G3-PCX algorithm employs the mating pool size of 2 offspring and the family size of 2 parents. This setup has been used in [16] and has shown good results for general optimisation problems. The subpopulations are seeded with
random real numbers in the range of [-5, 5] in all experiments. The cooperative coevolution framework employs NSP for problem decomposition as shown in Figure 3.

The FFA shown in Figure 2 taken from [14] is used. We generate a training dataset by presenting strings of increasing lengths of 1 to 7 to the deterministic acceptor in Figure 2 (b) and record the corresponding output for each sample. Note that for every string length, all the possible strings are generated. Thus, the generated training set consists of 255 strings. Similarly, we generate the testing dataset with string lengths of 8 to 14 using the same FFA. The recurrent neural network topology for the FFA is as follows: 1) one neuron in the input layer, 2) two output neurons in the output layer representing the 4 fuzzy output states of the FFA. The FFA problem uses 5 neurons in the hidden layer of the RNN.

The RNN is trained until 100 percent of the training samples are correctly classified or when the maximum number of function evaluation is reached. This value was determined in trial experiments. For the FFA problem, the maximum number of function evaluations is pre-set to 5000.

Similarly, we generated the training and testing dataset from the Tomita language given in Figure 1. We used Tomita 2 (T2), Tomita 3 (T3), and Tomita 4 (T4). In this case, the training and testing data is generated by presenting random strings of length 10 to 15 for each Tomita language. The training and testing dataset contains 250 (125 positive and 125 negative) string samples. The RNN uses 2 neurons in the hidden layer for T2 and 3 neurons for the hidden layer for T3 and T4. The number of hidden neurons is fixed for all problems. The maximum number of function evaluations in T2 is 2000, and T3 and T4 is 5000.

We report the training behaviour of the respective algorithms in terms of number of function evaluations and the number of successful runs which indicates the efficiency of the respective methods. The goal of each algorithm is to obtain the maximum success rate out of 100 experiments with the least optimisation time.

A. Local Search Intensity and Frequency

The two main parameters in the XLCC are the Local Search Intensity (LSI) and Local Search Frequency (LSF). The LSI determines how long the local refinement is employed and the frequency determines when to apply local refinement, i.e., after how many consecutive cycles of undergoing cooperative coevolution.

It is important to study the behaviour of XLCC and explore the relationship between the LSI and LSF. The results in Figure 5(a) and 5(b) show the heat-maps which report the behaviour of XLCC given different combinations of LSI and LSF for the T3 problem. The LSI is given by the number of generations employed in the crossover-based local search.

Figure 5(a) shows that the LSF of 1 gives high success rates particularly for LSI of 8 – 32 generations. The optimal is at 16 generations. Good performance in terms of function evaluations for the LSI of 16 generations is shown in Figure 5(b). In general, the figure shows that as the LSF is increased, the optimisation time increases with slight differences in the success rate.

Figures 6 and 7 give further details to the results in Figure 5 for the T3 problem. The figures also give the results for the FFA, T2, T4 and T5 grammatical inference problems.

Figure 6 evaluates the behaviour of XLCC on different LSF for the three problems. The LSI of 8 generations is used. The LSF of 1 gives the best results in terms of least optimisation time taken as shown in Figure 6(a) with high success rates in Figure 6(b). The LSF higher than 1 requires more optimisation time.

Figure 7 evaluates the behaviour of XLCC on the fixed LSF of 1 with different values for LSI. Here, we first look at the success rate and choose the corresponding LSI if the optimisation time is acceptable. The FFA problem shows best performance in terms of the success rate in Figure 7(a)
and good optimisation time in Figure 7(b) for the LSI of 40 generations. The T2 problem shows best performance with LSI of 64 generations. T3 has good performance with LSI of 16 generations. In T3, the success rate gets lower as the LSI increases beyond 16 generations. In T4, the LSI of 32 and 64 have the same success rate, however, LSI of 64 obtains better performance in terms of the optimisation time. Therefore, the LSI of 64 is chosen.

Table I shows a comparison of XLCC with standard cooperative coevolution. This table consists of the best results in terms of the highest success rate and least optimisation time from Figure 7. Note that the NSP problem decomposition method with G3-PCX is used in both methods. The results show that performance of XLCC has improved in almost all the problems in terms of the optimisation time and the success rate.

### Table I

<table>
<thead>
<tr>
<th>Problem</th>
<th>Method</th>
<th>LSI</th>
<th>LSF</th>
<th>Time</th>
<th>Suc. Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>FFA</td>
<td>CC</td>
<td>–</td>
<td>–</td>
<td>4243</td>
<td>597</td>
</tr>
<tr>
<td></td>
<td>XLCC</td>
<td>40</td>
<td>1</td>
<td>3319</td>
<td>421</td>
</tr>
<tr>
<td>T2</td>
<td>CC</td>
<td>–</td>
<td>–</td>
<td>1836</td>
<td>34</td>
</tr>
<tr>
<td></td>
<td>XLCC</td>
<td>64</td>
<td>1</td>
<td>468</td>
<td>44</td>
</tr>
<tr>
<td>T3</td>
<td>CC</td>
<td>–</td>
<td>–</td>
<td>3560</td>
<td>467</td>
</tr>
<tr>
<td></td>
<td>XLCC</td>
<td>32</td>
<td>1</td>
<td>2693</td>
<td>321</td>
</tr>
<tr>
<td>T4</td>
<td>CC</td>
<td>–</td>
<td>–</td>
<td>3292</td>
<td>231</td>
</tr>
<tr>
<td></td>
<td>XLCC</td>
<td>64</td>
<td>1</td>
<td>643</td>
<td>56</td>
</tr>
</tbody>
</table>

B. Discussion

The results in general show that the local search frequency of 1 gives the best performance in all four problems which implies that the local search has to be applied most frequently. The memetic cooperative coevolution framework has to take maximum advantage of local refinement after every cycle in cooperative coevolution in order to balance the global and local search.

The results also show that the local search intensity is an important parameter of XLCC and its depth on search is dependant on the nature of the problem.

The trend is similar in FFA and T3 problems where for a certain interval, good performance is achieved and later with deeper local search, poorer performance is reported. In T4, LSI of 64 gives the best results. These similarities are due to the nature of the problems. T2 and T4 required deeper local search than FFA and T3 as they seem to be problems where more global search using cooperative coevolution is needed.

In general, comparison of the XLCC framework with standard CC framework in Table I shows improved performance in all given problems. The success rate and the total number of function evaluations is improved. Only for the FFA problem, the success rate is smaller, however, the number of function evaluations has improved. This implies that it is important to employ local search in cooperative coevolutionary framework for training recurrent neural networks. The results have clearly shown that the depth of search is an important parameter, and must be tailored for each problem prior to the deployment of the memetic cooperative coevolution framework. In more difficult problems (FFA and T3), a shallow local search is needed while in easier problems (T2, and T4), a deeper local search greatly improves the performance.
Fig. 6. The evaluation of the Local Search Frequency (LSF) for the FFA, T2, T3 and T4 grammatical inference problems. The LSI of 8 generations is used as a fixed parameter in all problems. Note that the LSF of 1 shows the highest success rate and least number of function evaluations for all problems.

Fig. 7. The evaluation of the LSI for the FFA, T2, T3 and T4 grammatical inference problems. Note that the LSF of 1 is used in all the problems.

V. CONCLUSIONS AND FUTURE WORK

This paper applied XLCC to recurrent neural networks. The framework used memetic computation which mimics evolutionary biology where memes undergo lifetime learning or social evolution. In the XLCC framework, the local refinement done by crossover-based local search can be seen as lifetime learning which enhances the evolutionary process by producing stronger individuals when applied in the appropriate search process.

The main problem in this study was to efficiently utilise local refinement in the respective subpopulations. This problem has been efficiently solved through the framework which decomposes the locally refined solution and incorporates it into the subpopulations. The memetic framework progresses with a global search through evolution of standard cooperative coevolution and as a specified time is reached (in terms of local search frequency), the algorithm adapts itself by incorporating local refinement in the subpopulations. Even though the best individual from the crossover-based local search has not shown major improvement, it is always added to the cooperative coevolutionary subpopulations.

The XLCC framework has performed better for all the given problems when compared to the performance of standard cooperative coevolution. This opens the road for further research in using other local refinement methods. Back-propagation can also be utilised. It can replace or be added with the crossover-based local search for local refinement. This will enable the memetic cooperative coevolution framework to incorporate gradient information into the evolutionary search process.

The major limitation of the XLCC framework is the computational cost required in parameter setting; i.e. optimal values for the frequency and the local search intensity. In the case of grammatical inference problems, the frequency...
Recurrent neural networks have faced problems in learning long-term dependencies with BPTT. For this reason, BPTT has not been used in the XLCC framework, however, its usage is possible according to the application problem at hand. The given XLCC RNN approach is suitable for any long-term dependency problem where BPTT fails.

The XLCC approach is general, therefore, any evolutionary algorithm can be used with a suitable local search. In future work, it will be interesting to apply the XLCC for real-world applications such as speech recognition using recurrent neural networks. The same paradigm can also be used to train other recurrent network architectures and also be extended for general global optimisation problems.
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